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ABSTRACT
This work presents a novel approach to neural architecture search
(NAS) that aims to reduce energy costs and increase carbon effi-
ciency during the model design process. The proposed framework,
called carbon-efficient NAS (CE-NAS), consists of NAS evaluation
algorithms with different energy requirements, a multi-objective
optimizer, and a heuristic GPU allocation strategy. CE-NAS dynam-
ically balances energy-efficient sampling and energy-consuming
evaluation tasks based on current carbon emissions. Using a recent
NAS benchmark dataset and two carbon traces, our trace-driven
simulations demonstrate that CE-NAS achieves better carbon and
search efficiency than the three baselines.

CCS CONCEPTS
• Social and professional topics → Sustainability; • Comput-
ing methodologies → Neural networks; Search methodologies.
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1 INTRODUCTION
Deep Learning (DL) has become an increasingly important field
in computer science, with applications ranging from healthcare
to transportation to energy management. However, DL training
is notoriously energy-intensive and significantly contributes to
today’s carbon emissions [20, 31]. The main culprit comes down
to the iterative nature of training, which requires evaluating and
updating model parameters based on a large amount of data.

Neural architecture search (NAS) has emerged as a means to
automate the design of DL models. At the high level, NAS often
involves leveraging search algorithms to explore a massive architec-
ture design space, ranging from hundreds of millions to trillions of
candidates [15, 19, 23, 29–31], by training and evaluating a subset
of architectures. In searching for the best architecture for differ-
ent application domains, many NAS works have reported using
thousands of GPU-hours [19, 22, 23, 30, 31].

The environmental impact of NAS, if left untamed, can be sub-
stantial. While recent works have significantly improved the search
efficiency of NAS [19, 22, 23, 29, 31], e.g., reducing the GPU-hours
to tens of hours without sacrificing the architecture quality, there
still lacks conscious efforts in reducing carbon emissions. As noted in
a recent vision paper by Bashir et al. [2], energy efficiency can help
reduce carbon emissions but is not equivalent to carbon efficiency.

Table 1: Comparison of energy-efficient NAS evaluation
methods. Eval. cost refers to the cost of obtaining the evalua-
tion results. Init. cost describes additional dataset preparation and
the time required for training the model (e.g., supernet or predictor).
Accuracy measures the rank correlation between the evaluation
method and the actual rank. Predictor-based methods require Extra
data as a training set to construct the prediction model.

Method Eval. cost Init. cost Accuracy Extra data

One-shot [4, 15, 18, 26, 29] Low Low Intermediate No

Predictor [9, 14, 23] Low High† High† Yes

Low-fidelity [12, 15, 19, 23, 31] High None Intermediate‡ No

Gradient Proxy [25] Low Low Intermediate No
† It depends on the size of extra data.
‡ It depends on the extent of the fidelity.

This paper aims to bridge the gap between carbon and energy effi-
ciency with a new NAS framework designed to be carbon-aware
from the outset.

The proposed framework, termed CE-NAS, will tackle the high
carbon emission problem from two main aspects. First, CE-NAS will
regulate the model design process by deciding when to use different
NAS evaluation strategies based on the varying carbon intensity. To
elaborate, given a fixed amount of GPU resources, CE-NAS will allo-
cate more resources to energy-efficient NAS evaluation strategies,
e.g., one-shot NAS [3–5, 15, 18, 29], during periods of high car-
bon intensity. Conversely, during periods of low carbon intensity,
CE-NAS will shift the focus to running energy-intensive but more
effective NAS evaluation strategies, e.g., vanilla NAS [19, 22, 23, 31].
Second, the CE-NAS framework will support energy and carbon-
efficient DL model design via multi-objective optimization. Specif-
ically, we will leverage a recent learning-based multi-objective
optimizer LaMOO [30] and integrate it to CE-NAS to achieve search
efficiency.

Based on these two design guidelines, we sketch out the basis
of the proposed CE-NAS framework in Figure 1 and implement
a trace-driven simulator to investigate the promise of CE-NAS in
improving carbon and search efficiencies. Using carbon emission
traces from electricityMap [17] and a new NAS dataset called HW-
NASBench [13], we show that CE-NAS has the least relative carbon
emissions and only marginally lower search efficiency compared to
vanilla LaMOO [30]. Based on our investigation, we believe there
are many fruitful directions in the context of CE-NAS which we
outline in §5. We hope this discussion will serve as the blueprint
and a baseline for building a carbon-efficient NAS framework.

2 NAS AND ITS CARBON IMPACT
Neural architecture search (NAS) is a technique for automating the
design of neural network architectures. NAS aims to find an optimal
network architecture that performs well on a specific task without
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Figure 1: An overview of CE-NAS. The sampling and evaluation tasks will be dispatched with different GPU resources based on carbon
emission intensity during the neural architecture search.

human intervention. NAS-designed neural architectures achieved
state-of-the-art performances on many AI applications, such as
image classification, object detection, and image segmentation [11,
19, 23, 24, 31].

However, NAS typically requires significant computational re-
sources (e.g., GPUs) to find the optimal architecture, with most of
these resources being used for architecture evaluation. For example,
Zoph et al. [31] used 800 GPUs for 28 days, equivalent to 22,400
GPU hours, to obtain the final architectures. Strubell et al. [20]
found that a single NAS solution can emit as much carbon as five
cars during its lifetime. These findings highlight the need for energy
and carbon-efficient NAS methods to reduce the environmental
impact of AI research.

Existing works on energy-efficient NAS often focus on improv-
ing the evaluation phase, e.g., via weight-sharing [4, 6, 15, 18, 26],
performance predictor [4, 14, 23, 28], low-fidelity NAS evalua-
tion [12, 15, 19, 22, 23, 31], and gradient proxy NAS [25]. A com-
parison of these methods can be found in Table 1. Weight-sharing
leverages the accuracy estimated by a supernet as a proxy for the
true architecture performance, while gradient proxy NAS uses the
gradient as a proxy. These proxy-based methods, although incur-
ring smaller search costs in terms of energy, can have lower search
efficiency because their estimated architecture accuracy may have
poor rank correlation [29]. Performance predictors provide a more
accurate performance prediction than weight-sharing and gradi-
ent proxy NAS. Still, their accuracy heavily relies on the volume
and quality of the training data, which can be very expensive to
create [27, 28]. Low-fidelity evaluation still requires training each
searched architecture, leading to limited energy savings.

In short, utilizing existing energy-efficient NASmethods requires
careful consideration of the search quality and efficiency trade-offs;
however, naively applying these methods may not even lead to
energy savings, not tomention lower carbon emissions. In this work,
we achieve the goals of search efficiency, search quality, and carbon
efficiency by leveraging a generic multi-objective optimizer [30], a
mix of energy-efficient [3, 15, 18, 29] and energy-consuming [19,

22, 23, 31] evaluation methods, and a carbon-aware GPU resource
allocation strategy.

3 RESEARCH ROADMAP
In this section, we present an overview of the proposed CE-NAS
framework (Figure 1) and sketch the basis for each component. We
hope this discussion will serve as the blueprint and a baseline for
designing a carbon-efficient NAS framework.

3.1 CE-NAS Overview
As observed in [2], grid carbon emissions vary geographically and
temporally based on the mix of active generators. Consequently,
different carbon emissions arise even when consuming the same
electricity at different locations or times. Operating the NAS frame-
work without considering costs across every carbon period will
lead to carbon waste when utilizing carbon-consuming but effective
NAS methods. Conversely, employing carbon-saving yet sample-
inefficient NAS methods may deteriorate search performance.

To address this issue, we propose a carbon-aware adaptive NAS
search strategy that balances energy consumption during high-
carbon and low-carbon periods. Our strategy decouples the two
parts of a NAS search process—evaluation (energy-consuming) and
sampling (energy-saving)—and handles them independently across
different carbon periods. The basic idea involves leveraging the
energy-efficient one-shot NAS [3, 15, 18, 29] to effectively estimate
the accuracy of architectures in the sampling process during periods
of high carbon intensity. Meanwhile, we will run the expensive eval-
uation part primarily during low-carbon periods. In the following
sections, we will provide a detailed explanation of the carbon-aware
NAS strategy.

3.2 Search Initialization
Similar to other optimization problems [7, 19, 21, 30], the first step in
our proposed carbon-efficient NAS framework involves initializing
the search process by randomly selecting several architectures,
a, from the search space, Ω, and evaluating their accuracy, 𝐸 (a),



carbon emissions, 𝐶 (a), and inference energy, 𝐼 (a). The resulting
samples are then added to the observed samples set, P.

Here, we define two types of methods for evaluating the accuracy
of architectures. One is actual training, which trains the architec-
ture 𝑎 from scratch until convergence and evaluates it to obtain
its true accuracy, 𝐸 (𝑎). Another method is called one-shot evalua-
tion [3, 15, 18], which leverages a trained supernet to estimate the
accuracy of the architecture, denoted as 𝐸

′ (𝑎). Note that obtaining
𝐸
′ (𝑎) is energy-efficient; however, due to the co-adaption among

operations [29], 𝐸
′ (𝑎) is often not as accurate as 𝐸 (𝑎). We train all

the sampled architectures in the initialization stage to obtain their
true accuracy for further search.

3.3 Energy-Efficient Architecture Sampling
To search for architectures with high inference accuracy and low
inference energy, we formulate the search problem as a multi-
objective optimization (MOO).

Primer. Mathematically, in multi-objective optimization we opti-
mize𝑀 objectives 𝒇 (𝒙) = [𝑓1 (𝒙), 𝑓2 (𝒙), . . . , 𝑓𝑀 (𝒙)] ∈ r𝑀 :

min 𝑓1 (𝒙), 𝑓2 (𝒙), ..., 𝑓𝑀 (𝒙) (1)
s.t. 𝒙 ∈ Ω,

where 𝑓𝑖 (𝒙) denotes the function of objective 𝑖 . Modern MOO
methods aim to find the problem’s entire Pareto frontier, the set of
solutions that are not dominated by any other feasible solutions.
Here we define dominance 𝒚 ≺𝒇 𝒙 as 𝑓𝑖 (𝒙) ≤ 𝑓𝑖 (𝒚) for all functions
𝑓𝑖 , and there exists at least one 𝑖 s.t. 𝑓𝑖 (𝒙) < 𝑓𝑖 (𝒚), 1 ≤ 𝑖 ≤ 𝑀 . If the
condition holds, a solution 𝒙 is always better than solution 𝒚.

Multi-objective search space partition. We leverage the recently
proposed multi-objective optimizer called LaMOO [30] that learns
to partition the search space from observed samples to focus on
promising regions likely to contain the Pareto frontier. LaMOO is a
general optimizer; we can extend it to NAS as follows.

We utilize LaMOO [30] to partition the search space, Ω, into
several sub-search spaces. This partitioning will be based on the
architectures and their true accuracy (𝐸 (a)) and inference energy
(𝐼 (a)) as observed in the sample set, P. Specifically, LaMOO recur-
sively divides the search space into promising and non-promising
regions. Each partitioned region can then be mapped to a node
in a search tree. Using Monte-Carlo Tree Search (MCTS), LaMOO
selects the most promising sub-space (i.e., tree node) for further
exploration based on their UCB values [1]. This optimal sub-space
is denoted as Ω𝑏𝑒𝑠𝑡 .

Next, we will construct and train a supernet [3, 29], S𝑏𝑒𝑠𝑡 , for
Ω𝑏𝑒𝑠𝑡 . We then use a NAS search algorithm to identify new archi-
tectures that will be used to refine the search space. In this work, we
employ the state-of-the-art multi-objective Bayesian optimization
algorithm qNEHVI [8]. This algorithm will generate new architec-
tures, denoted as 𝒂𝒏 , from Ω𝑏𝑒𝑠𝑡 , and estimate their approximate
accuracy, 𝐸

′ (𝒂𝒏), using S𝑏𝑒𝑠𝑡 . At the same time, these architectures
𝒂𝒏 are added to a ready-to-train set, R, consisting of architecture
candidates for further training.

Currently, to avoid unnecessary training and energy consump-
tion, we define the maximum capacity of R as 𝐶𝑎𝑝 (R). When the
capacity reaches, i.e., when there are more architectures to train

than we have resources for, the sampling process blocks until spaces
free up in R. The accuracy of architectures, either estimated by
S𝑏𝑒𝑠𝑡 or obtained from training, will be fed back into the search
engine as shown in Figure 1 to repeat the process described above.

As mentioned in §3.2, obtaining estimated accuracy through
supernet is energy-efficient because these architectures can be eval-
uated without the time-consuming training. Therefore, during high
carbon emission periods, CE-NAS will try to perform this process
to save energy and produce as little carbon as possible, as shown
in the middle left part of Figure 1.

3.4 Energy-Consuming Architecture Evaluation
If we perform the entire NAS only using the process described in
§3.3, CE-NAS essentially is performing one-shot NAS within the
sub-space S𝑏𝑒𝑠𝑡 . However, it is possible to improve LaMOO’s space
partition with more observed samples, as Zhao et al. showed [30].
This section describes the process to evolveS𝑏𝑒𝑠𝑡 during low carbon
emission periods.

At the high level, we will pick new architectures to train to
convergence and use them to refine the search space partition. That
is, the architecture 𝒂, with its true accuracy, 𝐸 (𝒂), will be added to
the observed sample set P to help identify a more advantageous
sub-space, Ω𝑏𝑒𝑠𝑡 , for the architecture sampling process. In this
work, we sort the architectures in the ready-to-train set R by their
dominance number. The dominance number 𝑜 (𝒂) of an architecture
𝒂 is defined as the number of samples that dominate 𝒂 in search
space Ω:

𝑜 (𝒂) :=
∑︁
𝒂𝑖 ∈Ω

I[𝒂𝑖 ≺𝑓 𝒂, 𝒂 ≠ 𝒂𝑖 ], (2)

where I[·] is the indicator function. With the decreasing of the
𝑜 (𝒂), 𝒂 would be approaching the Pareto frontier; 𝑜 (𝒂) = 0 when
the sample architecture 𝒂 locates in the Pareto frontier. The use of
dominance number allows us to rank an architecture by considering
both the estimated accuracy 𝐸

′ (𝒂) and its inference energy cost
𝐼 (𝒂) at the same time. CE-NAS will first train the architectures with
lower dominance number values when GPU resources are available.
Once an architecture is trained, it is removed from R.

This process is depicted in the middle right part of Figure 1.
Note that this process includes actual time-consuming DL training,
which is energy-intensive. Hence, CE-NAS will try to prioritize this
process during periods of low carbon intensity.

3.5 GPU Allocation Strategy
The carbon impact of the above two processes in a NAS search is ma-
terialized through the use of GPU resources. A key decision CE-NAS
needs to make is how to allocate GPUs among these two interde-
pendent processes. Assigning too many GPUs to the architecture
sampling could impact the search efficiency, i.e., the searched archi-
tectures are far from the Pareto frontier; assigning too many GPUs
to the architecture evaluation could significantly increase energy
consumption. CE-NASmust consider these trade-offs under varying
carbon intensity and re-evaluate the GPU allocation strategy.

Below we describe a heuristic strategy that automatically allo-
cates GPU resources between the sampling and evaluation pro-
cesses given the carbon emissions 𝐶𝑡 at time 𝑡 . This allocation is
based on the energy characteristics of the processes: architecture
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Figure 2: Carbon traces from electricityMap. Trace 1 is based
on the US-CAL-CISO data from 2021, specifically covering the
period from 0:00, January 1, 2021, to 16:00, January 2, 2021. Trace
2 is also based on the US-CAL-CISO data from 2021, covering the
period from 17:00, January 2, 2021, to 9:00, January 4, 2021.

sampling is often energy-efficient because it does not involve ac-
tual training of architectures, while architecture evaluation is often
energy-consuming because it does. We assume that the maximum
and minimum carbon intensities 𝐶𝑚𝑎𝑥 and 𝐶𝑚𝑖𝑛 for a future time
window are known.𝐺𝑡 denotes the total number of available GPUs.
𝜆𝑒 and 𝜆𝑠 represent the ratio of GPU numbers allocated to the eval-
uation and sampling processes at a given moment, and 𝜆𝑒 + 𝜆𝑠 = 1.
We calculate 𝜆𝑠 as 𝐶𝑐𝑢𝑟 −𝐶𝑚𝑖𝑛

𝐶𝑚𝑎𝑥−𝐶𝑚𝑖𝑛
, where 𝐶𝑐𝑢𝑟 is the current carbon

intensity. The GPU allocations for the sampling and evaluation
processes are, therefore, 𝐺𝑡 ∗ 𝜆𝑠 and 𝐺𝑡 ∗ 𝜆𝑒 . This simple heuristic
allocation allows CE-NAS to prioritize more energy-efficient sam-
pling tasks during periods of higher carbon intensity, whereas,
during low-carbon periods, CE-NAS will allocate more resources for
energy-intensive evaluation tasks.

4 PRELIMINARY RESULTS
We prototype the CE-NAS framework described in §3. This section
presents a preliminary analysis of CE-NAS for its carbon and search
efficiency based on trace-driven simulations. Specifically, we evalu-
ate LaMOO’s performance in partitioning the search space for NAS
on HW-NASBench [13].

HW-NASBench was selected due to its inclusion of information
on our two search targets: inference energy and accuracy. To assess
the search performance and carbon cost of CE-NAS, we have CE-NAS
search for optimal architectures on HW-NASBench and compare
the searched results to three different NAS search methods. CE-NAS
delivers the most effective search results within the same carbon
budget.

4.1 Setup
We conduct our experiments using CE-NAS and other baselines
based on the two carbon traces depicted in Figure 2. We initiate
the process with ten samples in the set P and set the maximum
capacity of R to be 300. Each method is simulated ten times for
consistency, and all search processes in the simulation are executed
on an Nvidia GeForce RTX 3090.

Carbon Traces. We used two carbon traces obtained from Elec-
tricityMap [17], a third-party carbon information service. Both
carbon traces span 40 hours and consist of the per-hour average
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Figure 4: Search progress over time. CE-NAS has the lowest
relative carbon emission while achieving the second best 𝐻𝑉log_diff .

carbon intensity. We chose these two traces because they exhibit
varying carbon intensity, as shown in Figure 2, which allowed us
to evaluate both the search over time performance and CE-NAS’s
adaptiveness to carbon intensity.

NAS Dataset. A number of popular open-source NAS datasets,
such as NasBench101 [27], NasBench201 [10], andNasBench301 [28]
exist. However, none contain information on architecture inference
energy, one of our search objectives. We chose the new NAS dataset
called HW-NASBench [13] due to its inclusion of information on
our two search targets: inference energy and accuracy. Specifically,
HW-NASBench contains inference performance of all networks
in the NasBench201’s search space [10] on six hardware devices,
including commercial edge devices. In short, we use a combination
of architecture information, including inference accuracy, training
time, evaluation time, and energy cost in the edge GPU obtained
from HW-NASBench and NasBench201 [10].

Metrics. We use two main metrics to evaluate the carbon and
search efficiency of CE-NAS. First, we use relative carbon emission
to quantify the amount of CO2 each NAS method is responsible for.
The relative carbon emission is calculated by summing the average
carbon intensity (in gCO2/KwH) over the search process. We as-
sume that all NAS methods use the same type of GPU whose power
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Figure 5: Search efficiency under carbon emission constraints.
These results are obtained using carbon trace 1, and we ran each
method ten times.

consumption remains the same throughout the search process. Sec-
ond, we use the metric hypervolume (HV) to measure the "goodness"
of searched samples. HV is a commonly used multi-objective opti-
mization quality indicator [7, 8, 30] that considers all dimensions
of the search objective. Given a reference point 𝑅 ∈ r𝑀 , the HV of
a finite approximate Pareto set P is the M-dimensional Lebesgue
measure 𝜆𝑀 of the space dominated by P and bounded from below
by 𝑅. That is, 𝐻𝑉 (P, 𝑅) = 𝜆𝑀 (∪ | P |

𝑖=1 [𝑅,𝑦𝑖 ]), where [𝑅,𝑦𝑖 ] denotes
the hyper-rectangle bounded by the reference point 𝑅 and 𝑦𝑖 . A
higher hypervolume denotes better multi-objective results.

Baselines. We chose three types of baselines according to dif-
ferent GPU allocation strategies and NAS evaluation algorithms.
During the search process, all search methods employ the state-of-
the-art multi-objective optimizer, LaMOO [30]. Specifically, one-shot
LaMOO is a method that utilizes one-shot evaluations throughout
the search process. The vanilla LaMOO relies on actual training
for architecture evaluation throughout the search. The random
GPU allocations is a strawman strategy that randomly allocates
GPUs between the energy-efficient sampling stage and the more
energy-consuming evaluation stage without considering the carbon
intensity.

4.2 Effectiveness of LaMOO for NAS
We conducted ten runs of LaMOO (i.e., search space split) with a
random search on the HW-NASBench dataset [13]. In addition, we
performed random sampling for both the LaMOO-selected region
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Figure 6: Search efficiency under carbon emission constraints.
These results are obtained using carbon trace 2, and we ran each
method ten times.

and the entire search space, conducting 50 trials for each. The
distribution of accuracy and edge GPU energy consumption of the
architectures in both the LaMOO selected region and the entire
search space can be seen in Figure 3.

Specifically, our results show that the architectures in the region
selected by LaMOO have higher average accuracy and lower aver-
age edge GPU energy consumption compared to those in the entire
search space. On average, the accuracy of the architectures in the
LaMOO selected region is 72.12, while the accuracy in the entire
search space is 68.28. The average edge GPU energy for the LaMOO
selected region is 16.59 mJ, as opposed to 22.84 mJ for the entire
space.

Furthermore, as illustrated in Figure 3(a), we observe that search-
ing within the LaMOO-selected region yielded a tighter distribution,
and the median hypervolume demonstrated an improvement com-
pared to searching across the entire search space. These results
suggest the efficacy of using LaMOO to partition the search space
for NAS.

4.3 Carbon and Search Efficiency
In this section, we evaluate the search performance and carbon costs
of our CE-NAS framework, comparing it to three other baselines
on the HW-NASBench dataset [13]. We use the log hypervolume
difference, the same as in [7, 8, 30], as our evaluation criterion for
HW-NASBench, since the hypervolume difference may be minimal
over the search process. Therefore, using log hypervolume allows
us to visualize the sample efficiency of different search methods. We



define 𝐻𝑉log_diff := log(𝐻𝑉max − 𝐻𝑉cur) where 𝐻𝑉max represents
the maximum hypervolume calculated from all points in the search
space, and 𝐻𝑉cur denotes the hypervolume of the current samples,
which are obtained by the algorithm within a specified budget. The
𝐻𝑉max in this problem is 4150.7236. For our simulation, we use the
training and evaluation time costs for the architectures derived
from NasBench201 [10], and inference energy costs measured on
the NVIDIA Edge GPU Jetson TX2 from HW-NASBench [13]. We
ran the simulation 10 times with each method.

As depicted in Figure 4, as the search time progresses, vanilla
LaMOOdemonstrates the highest performance in terms of𝐻𝑉log_diff .
Vanilla LaMOO’s superior performance can be attributed to its ap-
proach of training all sampled architectures to obtain their true
accuracy, which effectively steers the search direction. However,
when considering the relative carbon emission, vanilla LaMOO con-
sumes 2.22X-3.48X carbon compared to other approaches. This is
expected because vanilla LaMOO is an energy-consuming approach
and is not designed to be aware of carbon emissions associated with
joules.

We show that CE-NAS’s search efficiency is onlymarginally lower
than that of vanilla LaMOO while having the least relative carbon
emission under both carbon traces. Note that we are plotting the
𝐻𝑉log_diff in the Y-axis of Figure 4; the actual 𝐻𝑉 values achieved
by CE-NAS and Vanilla LaMOO are about 4100 and 4117, differing
only by 0.034%, even though the two lines look far apart. This result
suggests that only relying on energy-efficient approaches (e.g., one-
shot LaMOO in this case) is insufficient to achieve carbon efficiency.
For both traces, one-shot LaMOO has 1.17X-1.48X carbon compared
to CE-NAS.

Moreover, we observe that CE-NAS’s carbon efficiency is corre-
lated to the time-varying carbon intensity. When the coefficient
of variation of carbon intensity is higher, CE-NAS has more oppor-
tunity to explore the GPU allocation trade-offs between energy-
efficient sampling and energy-consuming evaluation without im-
pacting search quality. The relative carbon emission difference
between CE-NAS and random GPU allocations represents how well
CE-NAS makes such trade-offs. Currently, we are using a heuristic
approach, and it is possible to devise more sophisticated strategies
to further reduce relative carbon emissions. For example, if the
strategy could determine the GPU resources based on the queued
architectures and the current carbon intensity, it can better shift
the workload to periods of low carbon emission.

Finally, Figure 5 and 6 compare CE-NAS performance with base-
lines under different carbon budgets. We show that CE-NAS outper-
forms all baselines in terms of search efficiency. This is because
when there is a carbon budget, energy-consuming approaches (e.g.,
vanilla LaMOO) would exhaust the budget and end the search ear-
lier, as opposed to operating with an unlimited carbon budget. This
result suggests CE-NAS’s ability to dynamically adjust the search
process based on carbon budgets while still producing reasonable
search efficiency.

5 CONCLUSION AND FUTURE DIRECTIONS
In this work, we described the design of a carbon-efficient NAS
framework CE-NAS by leveraging the temporal variations in carbon

intensity. To search for energy-efficient architectures, CE-NAS in-
tegrates a state-of-the-art multi-objective optimizer, LaMOO [30],
with the one-shot and vanilla NAS algorithms. These two NAS
evaluation strategies have different energy requirements, which
CE-NAS leverages to schedule when to use each based on average
carbon intensity. Our trace-driven simulations show that CE-NAS is
a promising approach for reducing relative carbon emission while
maintaining search efficiency.

Based on our investigation, we believe there are many fruitful
directions in the context of CE-NAS. For example, one can train
an agent, e.g., use deep reinforcement learning, to automatically
output different GPU allocation strategies based on historical car-
bon traces. This can replace our current heuristic GPU allocation
strategy and will likely lead to better carbon and search efficiency.
Another direction is to develop models that are capable of accu-
rately predicting carbon intensity, similar to a recent work [16].
With such predictive models, CE-NAS can better schedule the NAS
tasks to a dynamic set of GPUs that can span across geographic
locations without adversely impacting the total search time.
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