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ABSTRACT
The world’s push toward an environmentally sustainable society
is highly dependent on the semiconductor industry, due to carbon
footprints of global-scale sources such as computing systems for
virtual and extended reality applications (VR and XR). Despite previ-
ous carbonmodeling efforts for such computing systems, there lacks
a wide range of design tools to optimize total life cycle carbon foot-
print (during manufacturing and also during day-to-day operation),
while meeting application-level constraints (power, performance,
area). To address this need, we have developed a carbon-aware
design framework that optimizes carbon efficiency of computing
systems—quantified by metrics such as total Carbon Delay Product
(tCDP: the product of total carbon and total application execution
time)—while also identifying key design parameters for improving
carbon efficiency. As a case study, we demonstrate the effective-
ness of our framework to improve tCDP of hardware accelerators
for artificial intelligence (AI) and XR applications. We show: (1)
optimizing for carbon efficiency (tCDP) instead of energy efficiency
(Energy-Delay Product or EDP) improves carbon efficiency by up to
6.9×—i.e., optimizing for EDP is insufficient; (2) for multi-core CPUs
inside production VR headsets, optimizing number of cores (from 8
to 4) improves tCDP by 1.25× (over their entire lifetime); (3) lever-
aging an advanced three-dimensional integration (3D) technique
(3D stacking of separately-fabricated logic and memory chips) can
improve tCDP by 6.9× vs. conventional systems (no 3D stacking).
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1 INTRODUCTION
The carbon footprint of the Information and Communication Tech-
nology (ICT) sector already accounts for 2.1-3.9% of global car-
bon emissions (quantified in equivalent grams of carbon dioxide:
CO2𝑒 ) [1, 9], and is expected to grow due to our ever-increasing
demand for computing. Collaborative efforts across the computing
stack are essential for the ICT sector to improve its environmental
sustainability (for example, to meet a target set by the Interna-
tional Telecommunication Union: 45% reduction in emissions by
2030 [28]).

In particular, designers of computing systems have opportuni-
ties to significantly improve computing’s carbon footprint, with
access to extensive design choices across process technologies,
logic/memory devices, computer architectures, advanced 3D inte-
gration and packaging techniques, and application use cases over
a system’s entire lifetime. However, minimizing carbon footprint
in such a massive design space—while also meeting power, perfor-
mance, and area constraints—is especially challenging.
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Design Optimization Framework for Carbon-Efficient Computing Systems
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Figure 1: Summary of our framework to optimize carbon
efficiency over multiple layers of the computing stack.
Key challenges are:

• Lack of cross-stack carbon-aware design tools – designers
must account for total life cycle carbon (Ctotal) of computing systems,
including both operational carbon—CO2𝑒 due to energy consump-
tion during use—and embodied carbon—CO2𝑒 from manufacturing
and production. Embodied CO2𝑒 (Cembodied) now accounts for 50%
of cloud computing’s carbon footprint and over 70% of consumer
electronics carbon footprint, and thus must be considered [12].
Useful tools for quantifying Cembodied are becoming accessible
(ACT [11], GreenChip [15]), but must be integrated with exist-
ing design methodologies to enable carbon-aware optimization, i.e.,
trading off Ctotal vs. conventional performance metrics.

• Imprecise quantification of carbon footprint – due to
both (a) transparency: designers may not have full access to detailed
carbon emission numbers from manufacturing; (b) varying energy
sources: carbon consumption of a computing task varies depending
on the energy source (e.g., renewable vs. non-renewable), which
also changes vs. time.

• Nascent design guidelines for carbon-aware optimiza-
tion – design communities are still learning which parameters
are most important for improving carbon efficiency, including the
impact of recent trends in technology, e.g., 3D integration.
To address these outstanding challenges, we present:

(1) A framework for carbon-efficient design across mul-
tiple layers of the computing stack. Our framework (Figure 1)
enables designers to optimize total life cycle carbon of computing
systems—the sum of embodied carbon and operational carbon—
while meeting application constraints (power, performance, area).

(2) Techniques to optimize tCDP despite imprecise quan-
tification of Ctotal. Using regularization techniques [5], we for-
mulate tCDP = Cembodied · D + 𝛽 · Coperational · D, where 𝛽 is the
regularization parameter. Optimizing tCDP for all non-negative
values of 𝛽 (0 to ∞) enables designers to make intelligent design
decisions despite uncertainty in quantifying Ctotal (Section 2.1).

(3) Developing design guidelines for carbon-efficient com-
puting. As a case study, we optimize tCDP for XR applications,
though our framework can also be applied to other use cases. We
show: (a) optimizing for energy efficiency (Energy-Delay Product or
EDP) is insufficient for carbon-aware optimization, since it does not
consider Cembodied. Instead, optimizing for tCDP improves carbon
efficiency by up to 6.9×. (b) Total lifetime and hardware overprovi-
sioning (adding extra computing resources, e.g., extra cores) are key
parameters for carbon-efficient design; for a multi-core CPU inside
production VR headsets, optimizing number of cores (from 8 to 4)
improves tCDP by 1.25×. (c) 3D stacking of separately-fabricated
logic and memory chips (as in [29]) improves tCDP by 1.1× to 6.9×.

2 CARBON-AWARE OPTIMIZATION
FRAMEWORK

2.1 Optimizing Carbon Efficiency
In this section, we formulate the design optimization of carbon-
efficient systems. We consider total life cycle carbon, as shown in
equation 2.1. 𝑥 is the vector of parameters defining the computing
system (see Table 1), including area, process technology node, en-
ergy source, and fabrication facility specifications. Parameters a𝑖 ,
q𝑗 , and p𝑙 are area, quality of service (QoS), and power optimization
constraints, respectively.

minimize
𝑥

(Coperational (𝑥) + Cembodied (𝑥)) · D(𝑥)

subject to Area𝑖 (𝑥) ≤ 𝑎𝑖 , 𝑖 = 1, . . . , 𝐼
QoS𝑗 (𝑥) ≥ 𝑞 𝑗 , 𝑗 = 1, . . . , 𝐽
Power𝑙 (𝑥) ≤ 𝑝𝑙 , 𝑙 = 1, . . . , 𝐿

(2.1)

Equation 2.2 shows an example of the optimization for in-production
VR headsets. 𝑥 is the vector of parameters specifying the VR head-
set, including number of CPU cores ranging from four to eight. Area
constraints (for the System-on-Chip (SoC) and CPU) are based on
dimensions approximated from die images [26], the QoS constraint
is target frame rate to ensure quality of user-experience [14], and
power constraint is 8.3W based on the SoC’s Thermal Design Power
(TDP) [7]. The corresponding results are discussed in Section 3.2.

minimize
𝑥

(Coperational (𝑥) + Cembodied (𝑥)) · D(𝑥)

subject to AreaSoC (𝑥) ≤ 2.25 cm2,

AreaCPU (𝑥) ≤ 0.45 cm2,

QoS(𝑥) ≥ 60 FPS,
PowerSoC (𝑥) ≤ 8.3 W

(2.2)

We define a task T as a set of kernels K required to run a target
application. Each task can comprise a single kernel, or multiple
kernels running in parallel, depending on the number of kernel
calls per task (NT,K). For example, an XR gaming task can include
eye-tracking, motion-tracking, and UnityEngine gaming kernels. A
zero value of NT,K indicates that a kernel K is not part of task T.
Equations 2.3-2.7 allow designers to optimize for multiple kernels
and tasks while meeting design constraints. Note that, 1 is a vector
where every element is equal to 1 (e.g., 1⊺E is the sumof all elements
in vector E). Refer to Table 1 for a description of each parameter.

D =


DT1
:

DT𝑡

 =

NT1,K1 .. NT1,K𝑘

: : :
NT𝑡 ,k1 .. NT𝑡 ,K𝑘



Dk1
:

DK𝑘

 (2.3)

Cembodied =
1⊺D

LT − Didle
·

Cembodied, 𝑥1

:
Cembodied, 𝑥𝑚


⊺ 

0
:
1

 (2.4)

E =


ET1
:

ET𝑡

 =

NT1,K1 .. NT1,K𝑘

: : :
NT𝑡 ,𝐾1 .. NT𝑡 ,K𝑘



Pdyn,K1DK1

:
Pdyn,K𝑘

DK𝑘

 + Pleak


DT1
:

DT𝑡


(2.5)

Cembodied, 𝑥𝑚 = (CIfab · EPA +MPA + GPA) · A
Y

(2.6)

Coperational = CIuse · 1⊺E (2.7)
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Table 1: Parameters in our carbon-aware optimization framework.
Parameter Description Units Example Range (Section 3.2)

K Kernels or workloads software (e.g., a program written in Python or C++) from software profiling IOT Tracking, UnityEngine, etc.
N Number of kernel calls per task 1 or more multiple calls per kernel
T Task, which could be a set of workloads or an application defined by number of kernel calls from software profiling M-1
D Task execution time seconds 40s
𝑥 Hardware target system from hardware design VR headset CPU
E Operational energy consumption J per task 332J per task

Pleak Hardware leakage power W -
Pdyn Hardware dynamic power W -
Ptotal Total power = Pleak + Pdyn W 8.3W
CIuse Use-phase carbon intensity g CO2𝑒 per kWh 380g CO2𝑒 /kWh
CIfab Carbon intensity of the energy source used by fabrication facility for chip manufacturing g CO2𝑒 per kWh 820g CO2𝑒 /kWh
EPA Energy Per die Area consumed by the fabrication facility during manufacturing kWh per cm2 2.15 kWh/cm2

MPA Materials Per die Area is carbon footprint of procured materials used in fabrication g CO2𝑒 per mm2 500g CO2𝑒 /cm2

GPA Gases Per die Area are direct gases emitted at fabrication facility during manufacturing g CO2𝑒 per cm2 300g CO2𝑒 /cm2

Y Yield (e.g., estimated using yield models such as Murphy Yield [18]) 0-1 0.98
A Die area of components in system 𝑥 cm2 2.25cm2

Coperational Operational carbon g CO2𝑒 3.154g CO2𝑒 per hour of use
Cembodied, 𝑥𝑚 Embodied carbon per component𝑚 (e.g. component𝑚 can be a CPU core), in system 𝑥 g CO2𝑒 per component 895.89g CO2𝑒 per gold core

LT Overall hardware lifetime 1-10 years 5 years
Didle Idle time when the system is not in use throughout the system’s lifetime hours 22 hours per day for 5 years

Cembodied Embodied carbon of a system dependent on operational lifetime = LT - Didle g CO2𝑒 per system 5375.33g CO2𝑒

Task delay. Task delay (DT) is the product of NT,K and kernel
execution time (DK) (equation 2.3). We compute total task delay by
taking the sum of all elements in the task delay vector D. Designers
can also compute D using alternative performance metrics, e.g.,
SPEC scores [6], or frames-per-second.
Total life cycle carbon. Ctotal = Coperational + Cembodied.

Embodied carbon. Embodied carbon footprint of an integrated
circuit (IC) (equation 2.6) depends on the fabrication facility and on
the process technology node [11, 19] (among other dependencies).
To compute Cembodied, we multiply the vector Cembodied, 𝑥 (equa-
tion 2.4) with a vector whose elements are either 1 or 0; “1” indicates
that a component is included as part of a computing system (and
“0” otherwise), e.g., there is a 1/0 element for each CPU core, GPU,
DRAM, on-chip SRAM, and off-chip SRAM that can potentially be
included in system 𝑥 . This formulation enables hardware provi-
sioning as a design parameter (Section 3.2), where designers can
compare different system configurations of their hardware to opti-
mize tCDP. Finally, we amortize embodied carbon (Cembodied) over
execution time, which is not necessarily the same as the system’s
total lifetime in years (equation 2.4). This ensures that embodied
carbon is correctly accounted for when the system is not in use, and
when a task is computed many times over the system’s lifetime.

Operational carbon. Energy consumption depends on NTk,
dynamic and leakage power, and delay (equation 2.5); each of these
parameters is extracted using electronic design automation (EDA)
tools. Coperational (equation 2.7) is the total energy (sum of the
components in the task energy vector E) multiplied by the “use-
phase carbon intensity” (CIuse). CIuse is dependent on the energy
source, e.g., considering renewable vs. non-renewable sources, and
the electric power grid.

2.2 Optimizing tCDP Despite Uncertain Ctotal
Optimizing tCDP can be especially challenging when there is un-
certainty in quantifying total carbon footprint. Practical challenges
include: transparency (designers not having full access to carbon
footprint data from manufacturing) and varying energy sources
(with varying carbon footprint) over a system’s lifetime. For exam-
ple, CIuse (Table 1) may change dramatically from year-to-year (as

renewable energy sources become more prevalent), or depending
on the time of day (e.g., depending on the availability of renewable
energy sources such as solar). Thus, it is essential to develop tech-
niques for designers to improve carbon efficiency—even without
precise quantification of total carbon footprint.

Here, we demonstrate that even when CIuse is unknown or
changing over time, a designer can still make informed design
decisions about optimizing carbon efficiency. Specifically, given a
set of hardware targets: 𝑋 = {𝑥1, 𝑥2, ..., 𝑥𝑛}, we show how to iden-
tify hardware targets that are not tCDP-optimal for any value of
CIuse over time. Such hardware targets can thus be eliminated from
the set of candidate hardware targets, even when CIuse is unknown.

To justify this claim, let CIuse (𝑡) be the value of CIuse vs. time
over a hardware target’s operational lifetime. Similarly, let E(𝑡)
be the operational energy consumption vs. time. We assume that
E(𝑡) is fixed and known for a given hardware target (e.g., it can be
accurately predicted using mature EDA tools); a short discussion
of the benefits and limitations of this assumption is at the end of
this section. Using these definitions, equation 2.7 becomes:

Coperational =

∫ LT

0
CIuse (𝑡)E(𝑡)𝑑𝑡 . (2.8)

Additionally, the objective function in equation 2.1 becomes:

Cembodied · D +
(∫ LT

0
CIuse (𝑡)E(𝑡)𝑑𝑡

)
D. (2.9)

However, if CIuse (𝑡) is unknown, then a designer can’t evaluate
(or optimize) this objective function. Instead, we leverage mathe-
matical regularization techniques to eliminate designs that can’t be
tCDP-optimal, even when we can’t find the tCDP-optimal design.
Regularization is a common technique used in ill-posed optimiza-
tion problems when the relative importance (weight) of two objec-
tive functions is unknown [5]. It allows us to recast the objective
function from equation 2.1 as:

Cembodied · D + 𝛽 · E · D, (2.10)

where E is the known total operational energy consumption over
the entire lifetime, and 𝛽 is the regularization parameter. We argue
that there exists some value of 𝛽 in the range [0,∞), such that
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the objective functions are exactly equal (equations 2.1 and 2.10).
Call this value 𝛽′. Both CIuse (𝑡) and E are always non-negative
(i.e., computation always consumes energy, which always increases
carbon emissions), and thus, 𝛽′ must be non-negative as well.

Next, we can optimize the objective in equation 2.10 for all values
of 𝛽 in [0,∞), which must include 𝛽′. For each value of 𝛽 , the
optimization can result in a different hardware target being tCDP-
optimal. We call this set of hardware targets 𝑋 ∗: the set of designs
that are tCDP-optimal for some value of 𝛽 . Note that, if we plot E ·D
vs. Cembodied·D for all designs in𝑋 , then the designs in𝑋 ∗ define the
Pareto-optimal curve for E ·D vs. Cembodied ·D. In other words, for all
hardware targets in 𝑋 ∗, there is no other hardware target in 𝑋 that
has better E ·D and better Cembodied ·D simultaneously (see Figure 7
for an example). Importantly, 𝑋 ∗ contains the tCDP-optimal design
(i.e., the tCDP-optimal design is on the Pareto-optimal curve of E ·D
vs. Cembodied ·D). Thus, even if CIuse (𝑡) is unknown, designers can
eliminate all hardware targets in 𝑋 that are not in 𝑋 ∗.

As an example, Figure 7 (in Section 3) shows E ·Dvs. Cembodied ·D
for a set of seven different hardware targets (details in Section 3.3);
only two of these seven hardware targets are on the Pareto-optimal
curve (i.e., in 𝑋 ∗). Thus, even without knowing CIuse (𝑡), five of the
seven hardware targets are ensured not to be tCDP-optimal. Since
precise quantification of total carbon (including both operational
carbon and embodied carbon) may not always be fully accessible
to designers, practical design techniques (such as this) are essential
to guide designers toward carbon-efficient design decisions. While
we relied on various assumptions to formulate this result (e.g., our
limitation that E(𝑡) is fixed and known), we encourage designers
to continue developing optimization techniques that are robust to
uncertainty in quantifying carbon emissions. For example, we can
also leverage regularization when parameters for embodied carbon
are unknown at design time, such as the carbon intensity of fab-
rication facilities (CIfab), and identifying additional scenarios will
aid in robust optimization of carbon efficiency.

3 OPTIMIZATION RESULTS AND ANALYSIS
3.1 The Need for Carbon-Aware Optimization
Here, we demonstrate that targeting energy efficiency is insufficient
for carbon-aware optimization. We characterize five tasks compris-
ing a variety of AI and XR kernels. The kernels include ResNets [13],
GoogleNet [25], MobileNet-V2 [22], eye tracking [2], depth esti-
mation [16, 24], emotion detection [27], hand tracking [17], image
denoising [20, 30] and super-resolution [3], using an accelerator
simulator based on a scaled-up version of Simbal et al’s work [23].
We characterize five tasks: All kernels, XR (10 kernels), AI (10 ker-
nels), XR (5 kernels), AI (5 kernels). To characterize each kernel,
a neural network model from PyTorch is provided as input into
the accelerator simulator, which then outputs latency and energy
consumption for that kernel running on a user-specified accelera-
tor architecture. We then use equations 2.3-2.7 to compute tCDP
for a range of accelerator architectures (varying the number of
Multiply-Accumulate units (MACs) and size of activation memory).
Figure 2 shows that by optimizing tCDP instead of EDP (a metric of
energy efficiency [10]), carbon efficiency improves by 2.6× to 6.9×.
EDP does not consider embodied carbon, and thus is insufficient
for carbon-aware optimization.
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Figure 2: Optimizing for tCDP instead of EDP improves car-
bon efficiency up to 6.9×.

Table 2: XR accelerators latency, energy, and embodied CO2𝑒 .
Accelerator Relative latency Relative energy Embodied carbon

A-1 1 1 23.5 gCO2𝑒
A-2 0.7 1 67.6 gCO2𝑒
A-3 0.69 1.16 29.4 gCO2𝑒
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Figure 3: Carbon efficiency (y-axis) vs. operational lifetime
(x-axis) to execute the “All kernels” task (Figure 2) for accel-
erators A-1, A-2, A-3 (Table 2). As lifetime increases, systems
with better energy efficiency (lower operational carbon) be-
come more carbon-efficient despite higher embodied carbon.

3.2 Guidelines for Carbon-Efficient Design
We present two results to guide carbon-efficient computing.

The first result highlights the importance of operational lifetime.
We quantify tCDP of three accelerators (A-1, A-2, and A-3) for pro-
duction XR systems. The accelerators have varying numbers of
MAC units and on-chip SRAM capacity (for activation memory),
which affect their relative performance (latency), relative energy
(related to operational carbon), and embodied carbon (related to
die area), as shown in Table 2. Figure 3 demonstrates that for short
lifetimes (quantified in units of total inferences), A-3 is the most
carbon-efficient accelerator (best tCDP) since it has lower embodied
carbon vs. A-2, despite its higher operational carbon. As operational
lifetime increases, A-2 becomes the most carbon-efficient acceler-
ator, since operational carbon becomes a higher fraction of total
carbon. Thus, for systems with long lifetimes, designers should
consider techniques that decrease operational carbon at the cost
of increased embodied carbon (e.g., allocating extra die area to
incorporate energy-efficient accelerators into their designs).
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Figure 4: Time breakdown of number of cores activated per
application task for in-production VR headsets. Average TLP
is 3.9, indicating there are over 3 unused cores on average,
highlighting opportunities to improve tCDP by hardware
provisioning (optimizing number of CPU cores per task).

Table 3: VR SoC parameters before and after carbon-efficient
optimization for M-1 application, with number of cores and
area having high impact on carbon efficiency.
Parameter Before Optimization After Optimization Improvement

Ptotal 8.3W 8.3W -
E 332J 332J -
A 2.25cm2 1.35cm2 1.67×

Coperational 3.15gCO2𝑒 per hour 3.15gCO2𝑒 per hour -
CPU cores 4 gold + 4 silver cores 2 gold + 2 silver cores reduced 4 cores
Cembodied 5375.33gCO2𝑒 2687.67gCO2𝑒 2×
Ctotal 12273gCO2𝑒 9696gCO2𝑒 1.27×
D 1.0 normalized FPS 0.98 normalized FPS 0.98×

EDP 1 1.02 0.98×
tCDP 1 0.8 1.25×

The second result identifies hardware provisioning as a key
design parameter for carbon-efficient computing. We analyze the
top 100 tasks running on 8-core CPUs inside deployed Meta Quest 2
devices. We group the tasks into four categories: general gaming
(G), social gaming (SG), browser and virtual desktop (B), and media
(M). The top 10 tasks account for over 85% of overall computation time,
and we quantify the benefits of optimal hardware provisioning for
four of those top-10 tasks here (labeled G-2, M-1, B-1, and SG-1).

We quantify the degree of thread-level parallelism (TLP) to in-
dicate the level of hardware over-provisioning on the 8-core CPU
(results in Figure 4). TLP is computed as the number of cores acti-
vated concurrently divided by the total task execution time [4, 8].
For the four VR tasks, TLP ranges from 3.52 to 4.15, indicating
there are over three unused cores on average. Thus, we can remove
unused cores to improve total carbon (lowering die area) without
significant performance degradation, improving tCDP.

Figure 5 shows that the reducing number of cores from 8 to 5
improves tCDP by 1.25× for the M-1 task (media category), with
parameter values before and after optimization quantified in Ta-
ble 3. Note that, B-1 (browser) and SG-1 (social gaming) tasks suffer
degraded tCDP for the 4-core configuration, due to relatively higher
TLP and frame-rate requirements. However, even for the “All Tasks”
category, reducing cores from 8 to 5 improves tCDP by 1.08×. Thus,
designers should carefully optimize hardware provisioning (based
on application requirements) to develop carbon-efficient systems.
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Figure 5: Carbon efficiency of VR Tasks on Meta Quest 2 vs.
CPU core count (stars indicate optimal configuration). Opti-
mal hardware provisioning improves tCDP by up to 1.25×.

For reference, equations 3.11-3.13 illustrate how we optimized
hardware provisioning using the framework in Section 2. “MT” is
a Motion Tracking kernel, “A” is an Audio kernel, and the “4-c”
subscript indicates that these equations are used to compute tCDP
for the 4-core configuration. We used similar equations to compute
tCDP for 5-core, 6-core, 7-core, and 8-core configurations, which
correspond to the results in Figure 5.

DM-1, 4-c =
[
NM-1,MT .. NM-1,A

] 
DMT, 4-c

:
DA, 4-c

 (3.11)

EM-1, 4-c =
[
NM-1,MT .. NM-1,A

] 
Pdyn,MT · DMT, 4-c

:
Pdyn,A · DA, 4-c

 +
Pleak, 4-c

[
DM-1, 4-c

] (3.12)

Cembodied, overall =



Cembodied, silver core 1
Cembodied, silver core 2
Cembodied, silver core 3
Cembodied, silver core 4
Cembodied, gold core 1
Cembodied, gold core 2
Cembodied, gold core 3

Cembodied, prime gold core



⊤ 

1
1
0
0
1
0
0
1


(3.13)

3.3 Example tCDP Benefits of 3D Integration
State-of-the-art technologies are now using 3D integration tech-
niques to increase connectivity between processor and memory,
which can address system-level bottlenecks such as the “memory
wall” (excessive time and energy overheads for transferring data
back-and-forth between processors and memory [21]). However,
the carbon emissions of 3D integration techniques are still in the
process of becoming well-understood. Here, we evaluate the carbon
efficiency of 3D stacking: connecting separately-fabricated dice in
3D (using hybrid bumps to connect through silicon vias (TSVs) of
vertically-adjacent dice, as described in [29]). Figure 6a shows the
baseline A-3 accelerator memory architecture compared to a vari-
ety of 3D-stacked configurations. The 3D-stacked configurations
include various combinations of computing resources (1,000 MAC
units or 2,000 MAC units), and activation memory (in MegaBytes:
2 MB, 4 MB, 8 MB, or 16 MB). The activation memory per memory
die is 2 MB for configurations with 1,000 (1K) MACs, and 4 MB for
configurations with 2,000 (2K) MACs.

5



Multiply-Accumulate
Arrays 

MACs MACs MACs MACs

MACs MACs MACs MACs MACs MACs

MB MB

3D_2K_8M
C

CCCC

C C

Baseline_1K_1M 3D_1K_2M 3D_1K_4M 3D_1K_8M

3D_2K_16M3D_2K_4M

Activation
Memory

MACs MB MACs
MB

MACs
MB
MB

MACs
MB
MB
MB
MB

MACs MACs
MB

MACs MACs
MB
MB

MACs MACs
MB
MB
MB
MB

2D_1K_1M 
(2D baseline)

3D_1K_2M 3D_1K_4M 3D_1K_8M

3D_2K_4M 3D_2K_8M 3D_2K_16M

normalized delaynormalized delay

To
ta

l c
ar

bo
n

To
ta

l c
ar

bo
n

Embodied carbon dominance Operational carbon dominance

b) Super Resolution (512 X 512)

a) 2D baseline and 3D stacked A-4 accelerator

1.8x
carbon-efficiency 

gain

6.9x
carbon-efficiency

gain

TSVs

3D tiers

preferred corner

Multiply-Accumulate 
Arrays

Activation 
memory

(SIDE VIEW)

A-3

MACs MB MACs
MB

MACs
MB
MB

MACs
MB
MB
MB
MB

MACs MACs
MB

MACs MACs
MB
MB

MACs MACs
MB
MB
MB
MB

2D_1K_1M 
(2D baseline)

3D_1K_2M 3D_1K_4M 3D_1K_8M

3D_2K_4M 3D_2K_8M 3D_2K_16M

normalized delaynormalized delay

To
ta

l c
ar

bo
n

To
ta

l c
ar

bo
n

Embodied carbon dominance Operational carbon dominance

b) Super Resolution (512 X 512)

a) 2D baseline and 3D stacked A-4 accelerator

1.8x
carbon-efficiency 

gain

6.9x
carbon-efficiency

gain

TSVs

3D tiers

preferred corner

Multiply-Accumulate 
Arrays

Activation 
memory

(SIDE VIEW)

1.08x

Baseline A-3 accelerator and 3D stacked configs

(Baseline)

a) Baseline A-3 accelerator and 3D stacked configurations

MB
MBMB MB

TSVs

MACs MB MACs
MB

MACs
MB
MB

MACs
MB
MB
MB
MB

MACs MACs
MB

MACs MACs
MB
MB

MACs MACs
MB
MB
MB
MB

2D_1K_1M 
(2D baseline)

3D_1K_2M 3D_1K_4M 3D_1K_8M

3D_2K_4M 3D_2K_8M 3D_2K_16M

normalized delaynormalized delay

To
ta

l c
ar

bo
n

To
ta

l c
ar

bo
n

Embodied carbon dominance Operational carbon dominance

b) Super Resolution (512 X 512)

a) 2D baseline and 3D stacked A-4 accelerator

1.8x
carbon-efficiency 

gain

6.9x
carbon-efficiency

gain

TSVs

3D tiers

preferred corner

Multiply-Accumulate 
Arrays

Activation 
memory

(SIDE VIEW)

A-3

MACs MB MACs
MB

MACs
MB
MB

MACs
MB
MB
MB
MB

MACs MACs
MB

MACs MACs
MB
MB

MACs MACs
MB
MB
MB
MB

2D_1K_1M 
(2D baseline)

3D_1K_2M 3D_1K_4M 3D_1K_8M

3D_2K_4M 3D_2K_8M 3D_2K_16M

normalized delaynormalized delay

To
ta

l c
ar

bo
n

To
ta

l c
ar

bo
n

Embodied carbon dominance Operational carbon dominance

b) Super Resolution (512 X 512)

a) 2D baseline and 3D stacked A-4 accelerator

1.8x
carbon-efficiency 

gain

6.9x
carbon-efficiency

gain

TSVs

3D tiers

preferred corner

Multiply-Accumulate 
Arrays

Activation 
memory

(SIDE VIEW)

1.08x

Baseline A-3 accelerator and 3D stacked configs

(Baseline)

MACs MB MACs
MB

MACs
MB
MB

MACs
MB
MB
MB
MB

MACs MACs
MB

MACs MACs
MB
MB

MACs MACs
MB
MB
MB
MB

2D_1K_1M 
(2D baseline)

3D_1K_2M 3D_1K_4M 3D_1K_8M

3D_2K_4M 3D_2K_8M 3D_2K_16M

normalized delaynormalized delay

To
ta

l c
ar

bo
n

To
ta

l c
ar

bo
n

Embodied carbon dominance Operational carbon dominance

b) Super Resolution (512 X 512)

a) 2D baseline and 3D stacked A-4 accelerator

1.8x
carbon-efficiency 

gain

6.9x
carbon-efficiency

gain

TSVs

3D tiers

preferred corner

Multiply-Accumulate 
Arrays

Activation 
memory

(SIDE VIEW)

A-3

MACs MB MACs
MB

MACs
MB
MB

MACs
MB
MB
MB
MB

MACs MACs
MB

MACs MACs
MB
MB

MACs MACs
MB
MB
MB
MB

2D_1K_1M 
(2D baseline)

3D_1K_2M 3D_1K_4M 3D_1K_8M

3D_2K_4M 3D_2K_8M 3D_2K_16M

normalized delaynormalized delay

To
ta

l c
ar

bo
n

To
ta

l c
ar

bo
n

Embodied carbon dominance Operational carbon dominance

b) Super Resolution (512 X 512)

a) 2D baseline and 3D stacked A-4 accelerator

1.8x
carbon-efficiency 

gain

6.9x
carbon-efficiency

gain

TSVs

3D tiers

preferred corner

Multiply-Accumulate 
Arrays

Activation 
memory

(SIDE VIEW)

1.08x

Baseline A-3 accelerator and 3D stacked configs

(Baseline)

Separately 
fabricated dice

Hybrid 
bumps

MACs MB MACs
MB

MACs
MB
MB

MACs
MB
MB
MB
MB

MACs MACs
MB

MACs MACs
MB
MB

MACs MACs
MB
MB
MB
MB

2D_1K_1M 
(2D baseline)

3D_1K_2M 3D_1K_4M 3D_1K_8M

3D_2K_4M 3D_2K_8M 3D_2K_16M

normalized delaynormalized delay

To
ta

l c
ar

bo
n

To
ta

l c
ar

bo
n

Embodied carbon dominance Operational carbon dominance

b) Super Resolution (512 X 512)

a) 2D baseline and 3D stacked A-4 accelerator

1.8x
carbon-efficiency 

gain

6.9x
carbon-efficiency

gain

TSVs

3D tiers

preferred corner

Multiply-Accumulate 
Arrays

Activation 
memory

(SIDE VIEW)

A-3

MACs MB MACs
MB

MACs
MB
MB

MACs
MB
MB
MB
MB

MACs MACs
MB

MACs MACs
MB
MB

MACs MACs
MB
MB
MB
MB

2D_1K_1M 
(2D baseline)

3D_1K_2M 3D_1K_4M 3D_1K_8M

3D_2K_4M 3D_2K_8M 3D_2K_16M

normalized delaynormalized delay

To
ta

l c
ar

bo
n

To
ta

l c
ar

bo
n

Embodied carbon dominance Operational carbon dominance

b) Super Resolution (512 X 512)

a) 2D baseline and 3D stacked A-4 accelerator

1.8x
carbon-efficiency 

gain

6.9x
carbon-efficiency

gain

TSVs

3D tiers

preferred corner

Multiply-Accumulate 
Arrays

Activation 
memory

(SIDE VIEW)

1.08x

Baseline A-3 accelerator and 3D stacked configs

(Baseline)

memory
memory
memory

memory
memory
memory
memory

memory
memory
memory
memory

memory
memorymemory

memory

Control

Embodied carbon dominant Operational carbon dominant

1.08x tCDP 
benefit

6.9x tCDP 
benefit

Figure 6: (a) Baseline A-3 accelerator (derived from [23]) and
six 3D stacked configurations [29]. 1K/2K is number of MACs
(1K = 1,000), 2M/4M/8M/16M is SRAMcapacity (inMegaBytes).
(b) For SR (512×512) kernel, 3D stacking improves tCDP by
1.08× to 6.9× vs. baseline (depending on operational lifetime).
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Figure 7: E · D vs. Cembodied · D for the various A-3 acceler-
ator configurations running SR (512×512) (same data as in
Figure 6b). The Pareto-optimal curve indicates the only con-
figurations that can be tCDP-optimal for any possible value
of CIuse (𝑡), as described in Section 2.2.

To demonstrate the tCDP benefits of 3D stacking, we analyze the
A-3 accelerator running a super-resolution kernel (SR), as an exam-
ple. This SR kernel is used on XR systems to improve low-resolution
image quality [3], and we use the term “inference” to refer to the
SR kernel running on a single image. We quantify tCDP in two
cases: for an “embodied carbon dominant” case, and an “operational
carbon dominant” case. Both cases run the same task (SR 512x512),
but operate for different lifetimes (quantified by the number of
“inferences”, as in Figure 2). The embodied carbon dominant has
shorter lifetime (fewer inferences) such that the embodied carbon
accounts for 80% of total carbon (average across all seven A-3 con-
figurations), and operational carbon accounts for the remaining
20%. In contrast, the operational carbon dominant has longer life-
time, such that embodied carbon accounts for 8% of total carbon,
and operational carbon accounts the remaining 92% (on average).

Figure 6b shows: for the embodied carbon dominant case (left
side), configuration “3D_2K_4M” improves tCDP by 1.08× vs. the
baseline, and for the operational carbon dominant case (right side),
configuration “3D_2K_8M” improves tCDP by 6.9× vs. the baseline.
In both cases, 3D stacking improves tCDP.When operational carbon
exceeds embodied carbon, the energy efficiency benefits of 3D
stacking (more computing resources, higher processor to memory
bandwidth) provide significantly larger tCDP benefit. The tCDP
benefit is relatively smaller for the embodied carbon case, which is
dominated by the physical manufacturing of the individual compute
and memory components; our analysis currently accounts for the
area overhead of including TSVs on each die, and can be extended
to incorporate future models that account for the embodied carbon
cost of physically connecting multiple dice. Developing carbon
footprint models for various bonding and packaging techniques
will be required for quantifying tCDP of computing systems.

Finally, Figure 7 illustrates the relationship between E · D vs.
Cembodied · D for the same data in Figure 6b, where E corresponds
to “Energy per inference” (which is the same for both the em-
bodied carbon dominant and operational carbon dominant cases).
As described in Section 2.2, any A-3 configuration that is not on
the Pareto-optimal curve cannot be tCDP-optimal for any values
of CIuse (𝑡). Thus, even when CIuse (𝑡) is unknown or changing
over time, five of the seven configurations can be eliminated: Base-
line_1K_1M, 3D_1K_2M, 3D_1K_4M, 3D_1K_8M, and 3D_2K_16M.
Instead, either of 3D_2K_4M and 3D_2K_8M will be tCDP-optimal
depending on CIuse (𝑡); indeed, 3D_2K_4M is tCDP-optimal for the
embodied carbon dominant case in Figure 6b, and 3D_2K_8M is
tCDP-optimal for the operational carbon dominant case. Note that,
the change in lifetime (between the embodied carbon dominant case
and the operational carbon dominant case) has the same effect as a
change in CIuse (𝑡) for this particular analysis—both have the effect
of changing the scaling factor from E to Coperational (as in equation
2.7). Thus, we can leverage the regularization technique in Section
2.2. This example demonstrates the ability to make informed design
decisions even when there is uncertainty in quantifying Ctotal.

CONCLUSION
Designers must consider total life cycle carbon when optimizing
carbon-efficient computing systems. We present a carbon-aware
design framework to optimize parameters at multiple layers of the
computing stack (across manufacturing, design, and operational
use) to improve tCDP of computing systems.We identify key param-
eters to improve carbon efficiency, including operational lifetime,
hardware provisioning, and 3D integration, which can guide de-
signers in developing future carbon-efficient computing systems.
We also provide—and justify—regularization techniques for design-
ing carbon-efficient systems even when quantifying total carbon
is challenging. We lay the foundation for a carbon-efficient design
framework that can be also extended to include additional mod-
els (e.g. yield, CIuse, manufacturing, and more), as the community
continues to adopt carbon-aware optimization.
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