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ABSTRACT
Awareness surrounding the environmental impacts of the digi-

tal industry has led numerous professionals to incorporate these

considerations into their work. However, the conceptualization of

environmental impacts has often been narrowed to the scope of

carbon footprint. This limitation can be attributed to various tech-

nical and data accessibility constraints, hindering a comprehensive

evaluation, including a multi-criteria analysis over the entire life

cycle of digital technologies.

In response to these limitations, we introduce a comprehen-

sive bottom-up evaluation method suitable for servers and cloud

instances, employing a life cycle thinking approach. We start by

modeling the life cycle impacts of a server based on its hardware

configuration. Then, we aggregate these with the impacts of its

technical and physical environment to define the impacts of a cloud

platform. We finally model the impacts of a cloud instance as a

portion of the cloud platform.

The proposed approach has been implemented as an open-source

toolkit and published as an API. This initiative aims to provide de-

velopers and researchers with a tool for conducting environmental

evaluations of their infrastructure based on open data and open

methodologies, enhancing their ability to explore the environmen-

tal materiality of ICT products, services, and infrastructures.

CCS CONCEPTS
• General and reference → Evaluation; • Hardware → Impact
on the environment; • Social and professional topics→ Sus-
tainability; • Information systems→ Data centers.
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1 INTRODUCTION
Six out of the nine planetary boundaries introduced by Rockstrom

have been exceeded [1]. Regarding the climate change boundary,

Freitag et al. [2] estimate that in 2020 between 2.1% and 3.9% of

worldwide greenhouse gas emissions could be attributed to the

digital sector. Furthermore, the sector also contributes to the over-

shooting of other planetary boundaries, as shown for Europe in [3].

The hosting infrastructure is estimated to contribute between 18

and 45% to the sector’s carbon footprint [2, 4–6]. As data centers

experience substantial growth [7], their associated environmental

impacts are likely to increase, further hindering the path toward

the sector’s sustainability. This trend is especially pronounced for

cloud infrastructures: according to CISCO, the global cloud data

centers traffic has been growing at a 25% compound annual growth
rate (CAGR) between 2016 and 2021 [8].

In this context, major cloud providers, such as AWS [9], Azure [10],

and GCP [11], have introduced tools enabling customers to assess

the carbon footprint associated with their cloud usage. However,

the underlying methodologies adopted by these actors have not

been subjected to rigorous transparency procedures, which presents

a significant threat to ensuring the consistency of results between

tools. This lack of transparency results in inconsistencies that hin-

der the comparability of results, stemming from variations in the

scope considered and allocation methods employed.

Table 1 summarizes the key differences between the three major

cloud providers carbon assessment methodologies. One can observe

that some parameters—denoted as (✓)—are only partially accounted
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Azure GCP AWS CCF This
paper

Lifecycle phase
Resource extraction

& manufacturing

✓ ✓ ✗ ✓ ✓

Distribution ? ? ? ✓ (✓)

Usage ✓ ✓ ✓ ✓ ✓

End of life ✓ ✗ ✗ (✓) ✗

Included resources
Buildings ✗ ✓ ✗ ✗ ✓

IT equipments ✓ ✓ ✓ (✓) (✓)

Technical & building

environment

✓ ✓ ? ✗ ✓

Employee commuting ✗ ✓ ✗ ✗ ✗

Coolant leaks ? ✗ ? ✗ ✗

Impact of IP traffic ✓ ✗ ? ✗ ✗

Fossil fuel energy

source on site

? ✓ ✓ ✗ ✗

Unallocated resources

(IDLE)

✓ ✓ ? ✗ ✗

Third-party services

(overhead)

✓ ✓ ? ✗ ✗

Electricity method
T&D lost ? ✗ ? (✓) (✓)

Manufacture of

energy infrastructures

? ✓ ? ? ✓

Location-based (✓) ✓ ✗ (✓) ✓

Market-based ✓ ✓ ✓ (✓) ✗

Table 1: GHG emissions accounting perimeter of cloud ser-
vices

for, or using non-standardized approaches. Others, such as third-

party services, can be accounted for in some tools but not in others.

To address these limitations, the open source project Cloud Car-
bon Footprint (CCF) [12] introduced a provider-agnostic approach.

However, its calculation remains constrained by several factors.

For the resource extraction & manufacturing phase, impacts are

systematically estimated based on the Dell R740 Life Cycle Assess-

ment [13], regardless of the hardware components used. Power is

modeled based on benchmarks that measure power at the machine

level [14] , which CCF associates with cloud instances based on CPU

architecture. Not only does the CPU architecture not seem to be a

good proxy for estimating the power consumption of a CPU, but

even less so for the whole machine. For example, a storage server’s

primary source of power consumption is typically the hard drives.

A more specific model for each component seems to be required.

All of these methodologies to assess the environmental impact of

cloud infrastructures only address the carbon footprint dimension.

However, these infrastructures also have important environmental

impacts on other dimensions, such as metal extraction [3, 15, 16].

This carbon tunnel vision [17] obscures environmental issues that

could become critical and potentially leaves the door open to dele-

terious transfer [18, 19] from one environmental impact to another.

The ICT sector must contribute to the path toward sustainable

development actively. This entails not only monitoring and miti-

gating environmental footprints across various impact categories,

but also considering different life cycle phases rather than focusing

solely on energy consumption. Developing a comprehensive un-

derstanding of the environmental implications of cloud computing

equipment and services, including servers and instances, is essential

for informed decision-making. However, there is still a lack of open

standards to facilitate comparable and verifiable results that are

provider-agnostic. In light of such limitations, this paper proposes a

bottom-up approach for the modeling of the environmental impacts

of cloud infrastructures, implemented as an open-source API.
1

2 METHODOLOGICAL BACKGROUND
Based on the following principles, this paper presents an approach

that could be used to meet the above-mentioned requirements.

Attributional Life Cycle Assessment (A-LCA). Defined by the ISO

14044 [20], LCA is a method both employed in the industrial and

academic context [21, 22]. It is used to estimate the potential en-

vironmental impacts of a product, a process, a project, or, in our

context, a service. The methodology presented in this paper follows

its main principles:

• The most important phases of the life cycle of servers and

cloud services are considered: raw material acquisition, man-

ufacturing (both are included in what is called embodied
impacts in the rest of the paper) and usage. It should be

noted that distribution to end-users and end-of-life impacts

are excluded, as data on e-waste collection and recycling

rates are scarce [3, 23].

• A multi-criteria approach is followed, providing impact fac-

tors for three environmental impact categories, as defined

by [24] :

– Abiotic Resource Depletion of minerals and metals (ADP),
which assesses the use of minerals and fossil rawmaterials.

This indicator is a model for assessing the contribution of

mineral and metal extraction to their progressive scarcity,

using antimony grams equivalent as a metric [25].

– Primary Energy (PE), which includes all energy, direct and

indirect, used in any phase of the life cycle. This repre-

sents the total cumulative energy demand of the assessed

system [26].

– Global Warming Potential (GWP), which evaluates the ef-

fects on global warming. This well-known indicator is

also a model linking greenhouse gas emissions to global

warming. It is expressed in grams of 𝐶𝑂2 equivalent [27].

Modeling approaches. As illustrated in Figure 1, the environmen-

tal impacts of a cloud platform aremostlymodeled using a bottom-up
approach, whereby the impacts of each resource required to fulfill

the service it provides are aggregated. Unlike a top-down approach,

this allows the proportion of the contribution of each resource to

the global impacts to be identified. The impacts of the technical

and building environment are allocated on the cloud platform using

a top-down approach.

1
https://github.com/Boavizta/boaviztapi

https://github.com/Boavizta/boaviztapi
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Figure 1: Modeling approach used to estimate the environ-
mental impacts of a cloud platform and instances

Open data. This methodology leverages openly accessible data to

ensure that the results are transparent, reproducible, and verifiable.

Two types of open data are used:

• Market & technical data: characteristics of components,

devices, and cloud instances available on the market.

• Impact factors: which convert physical quantities into envi-
ronmental impacts. Those factors are extracted from publicly

available life cycle assessments.

3 SERVER MODEL
Following a bottom-up approach (cf. Figure 1), the assessment of the

environmental impacts of cloud instances starts with a component-

level assessment of servers. Their impacts are then aggregated

and integrated with the technical and building environment to

constitute a cloud platform, which is subsequently allocated into

individual cloud instances. In this section, we define the foundational
layer of the model—the estimation of a server’s environmental

impact—and further validate it against the LCA of a Dell R740 [13].

While similar bottom-up methods already exist [28], our approach

aims to deliver: a more detailed and comprehensive calculation of

the embodied footprint, multi-criteria impacts, and a calculation of

the usage impact specific to our use case.

Variables denoted as F represent impact factors, encapsulating
environmental impacts associated with a specific quantity for any

given impact criteria defined in Section 2—i.e., ADP, PE, and GWP.

These impact factors are, thus, expressed in units of impact, such

as kg𝐶𝑂2e, per quantity, such as Wh of electricity. Variables des-

ignated as I are environmental impacts, expressed solely in the

impact unit.

3.1 Embodied impact of a physical server
The impact assessment relies on the life cycle modeling of hard-

ware components, encompassing their most important phases: raw

material acquisition, and manufacturing, collectively termed as em-
bodied impacts (cf. Section 2). In all subsequent equations, embodied

impact factors F 𝑒
are amortized over the life cycle expectancy D

(in hours) to obtain the embodied impact for an hour of usage.

3.1.1 CPU. For most electronic components, the primary source

of impacts lies in the process of engraving semi-conductors [29].

Consequently, their impacts directly depend on both their die size

and the engraving technology employed.

For CPUs, the die size in𝑚𝑚2
is multiplied by the corresponding

impact factor F𝑑𝑖𝑒
𝑐𝑝𝑢 with a base impact I𝑏𝑎𝑠𝑒

𝑐𝑝𝑢 (containing packaging,

heatsink socket, and transportation) to obtain an environmental

impact factor per hour of usage:

F 𝑒
𝑐𝑝𝑢 =

𝑑𝑖𝑒𝑐𝑝𝑢 × F𝑑𝑖𝑒
𝑐𝑝𝑢 + I𝑏𝑎𝑠𝑒

𝑐𝑝𝑢

D (1)

For both of these impact constants, we propose default values

developed in Table 2 over the three considered impact categories

in Table 2, based on a 14 nm engraving process.

We retrieve CPU die sizes from the TechPowerUp CPU specs

database [30]. Crowd-sourced characteristics for more than 1750

CPU models are available within the API.
2

Using Equation 1 for two CPU units with a die size of 6.94 𝑐𝑚2
,

the non-amortized embodied carbon footprint is estimated at 45.62

kg𝐶𝑂2e, while it accounts for approximately 46.76 kg𝐶𝑂2e for 1

hour in Dell’s LCA.

3.1.2 NAND memory. The impact factors per hour of both SSD

and RAM sticks are obtained with the Equation 2, albeit utilizing

distinct impact factors for their respective density and capacity.

∀𝑁𝐴𝑁𝐷 ∈ {𝑠𝑠𝑑, 𝑟𝑎𝑚} : F 𝑒
𝑁𝐴𝑁𝐷 =

𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦

𝑑𝑒𝑛𝑠𝑖𝑡𝑦
× F𝑑𝑖𝑒

𝑁𝐴𝑁𝐷
+ I𝑏𝑎𝑠𝑒

𝑁𝐴𝑁𝐷

D
(2)

For the twelve 32GB sticks using a density of 1.79 𝐺𝐵/𝑚𝑚2

from [31], we obtain 534.60 kg𝐶𝑂2e/h using Equation 2, while the

Dell LCA reports 553.33 kg𝐶𝑂2e for 1 hour.

The server combines multiple SSD disks. Considering a density

of 19𝐺𝐵/𝑐𝑚2
extracted from [32], we obtain 52.65 kg𝐶𝑂2e/h for

the 400GB disk with Equation 2, and 3, 607.77 kg𝐶𝑂2e/h for the 8

3.84TB ones, versus 64.1 kg𝐶𝑂2e and 3, 373.5 kg𝐶𝑂2e for the R740,

respectively. More up-to-date crawled SSD densities are available

within our model.
3

3.1.3 Others. Apart from CPU, memory, and storage, other com-

ponents are required for a server which we categorized as others.
The Power Supply Unit (PSU)’s embodied impact is estimated

at 72.71 kg𝐶𝑂2e using the impact factor F 𝑒
𝑝𝑠𝑢 and the R740 PSU

weight of 2, 992 kg [13]. The rest of the component’s impact factor

is static in our approach and computed as follows:

F 𝑒
𝑜𝑡ℎ𝑒𝑟𝑠

=

I𝑒
𝑚𝑜𝑡ℎ𝑒𝑟𝑏𝑜𝑎𝑟𝑑

+ I𝑒
𝑝𝑠𝑢 + I𝑒

𝑎𝑠𝑠𝑒𝑚𝑏𝑙𝑦
+ I𝑒

𝑐𝑎𝑠𝑖𝑛𝑔

D (3)

By using the open source factors provided in Table 2, the remain-

ing server’s components account for 295.49 kg𝐶𝑂2e/h, compared

to 207.07 kg𝐶𝑂2e reported in the R740 LCA.

3.1.4 Total. The total embodied impact factor of a server per hour

of usage is finally calculated as the sum of its components’ impacts

as follows:

F 𝑒
𝑠𝑒𝑟𝑣𝑒𝑟 = F 𝑒

𝑐𝑝𝑢 + F 𝑒
𝑟𝑎𝑚 + F 𝑒

𝑠𝑡𝑜𝑟𝑎𝑔𝑒 + F 𝑒
𝑜𝑡ℎ𝑒𝑟𝑠

(4)

2
https://github.com/Boavizta/boaviztapi/blob/main/boaviztapi/data/crowdsourcing/

cpu_specs.csv

3
https://github.com/Boavizta/boaviztapi/blob/main/boaviztapi/data/crowdsourcing/

ssd_manufacture.csv

https://github.com/Boavizta/boaviztapi/blob/main/boaviztapi/data/crowdsourcing/cpu_specs.csv
https://github.com/Boavizta/boaviztapi/blob/main/boaviztapi/data/crowdsourcing/cpu_specs.csv
https://github.com/Boavizta/boaviztapi/blob/main/boaviztapi/data/crowdsourcing/ssd_manufacture.csv
https://github.com/Boavizta/boaviztapi/blob/main/boaviztapi/data/crowdsourcing/ssd_manufacture.csv
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Figure 2: Bottom-up modeling of the manufacturing envi-
ronmental impacts of a Dell R740 defined in [13] using our
approach

This results in a total life cycle value—i.e. non-amortized—of

4, 536.13 kg𝐶𝑂2e/h against a 4, 244.76 kg𝐶𝑂2e baseline reported

in the Dell R740 LCA [13]. However, without transparent factors,

modeling methodology, and allocation choices provided, this 6.42%

variation cannot be further detailed, emphasizing the need for open

methodologies.

The comprehensive evaluation of environmental impacts across

various categories is depicted in Figure 2, emphasizing the necessity

of adopting holistic methodologies in impact assessments to achieve

thorough evaluations of ICT impacts. These impacts vary across

different impact categories, highlighting the need to avoid carbon-

centric perspectives to reveal potential shifts in impact distribution

among various categories.

3.2 Usage impact of a physical server
The total energy consumption of a server E𝑠𝑒𝑟𝑣𝑒𝑟 , in Wh, is calcu-

lated as the sum of its components (𝐶) power consumption P, in

W, over a given duration T , in hours:

E𝑠𝑒𝑟𝑣𝑒𝑟 =
∑︁
𝑐∈𝐶

(P𝑐 × T) (5)

To obtain the associated environmental impact factor for one

hour of usage F𝑢
𝑠𝑒𝑟𝑣𝑒𝑟 , this consumption is multiplied by the impact

factor F𝑒𝑚 representing the electricity mix—i.e., the environmental

impacts associated to the production and transport of energy.

However, contrarily to embodied impacts, the power drawn by

components is not static: it depends on the workload executed.

While it can be physically measured, such measurements are often

not available, especially in cloud instances. As such, we propose an

alternative approach to estimate the component’s power draw for

a given workload.

3.2.1 CPU power. For a given CPU workload 𝑤 ∈ [0%, 100%]
which represents the ratio of time the CPU is actively processing

tasks to the total time observed—expressed as a percentage—the

power consumption P𝑐𝑝𝑢 is estimated using:

P𝑐𝑝𝑢 (𝑤) = 𝑎 × log(𝑏 × (𝑤 + 𝑐)) + 𝑑 (6)

Constant Impact Value Unit

F𝑑𝑖𝑒
𝑐𝑝𝑢

GWP 1.97 kg𝐶𝑂2e/mm2

ADP 5.87e−07 kgSbeq/mm2

PE 2.65e+01 MJ/mm2

I𝑏𝑎𝑠𝑒
𝑐𝑝𝑢

GWP 9.14 kg𝐶𝑂2e

ADP 2.04e−02 kgSbeq

PE 156.43 MJ

F𝑑𝑖𝑒
𝑁𝐴𝑁𝐷

GWP 2.20 kg𝐶𝑂2e/cm2

ADP 6.30e−05 kgSbeq/cm2

PE 2.73e+01 MJ/cm2

I𝑏𝑎𝑠𝑒
𝑟𝑎𝑚

GWP 5.22 kg𝐶𝑂2e

ADP 1.69e−03 kgSbeq

PE 74.00 MJ

I𝑏𝑎𝑠𝑒
𝑠𝑠𝑑

GWP 6.34 kg𝐶𝑂2e

ADP 5.63e−04 kgSbeq

PE 73.98 MJ

I𝑒
ℎ𝑑𝑑

GWP 3.11e+01 kg𝐶𝑂2e

ADP 2.50e−04 kgSbeq

PE 2.76e+02 MJ

F 𝑒
𝑝𝑠𝑢

GWP 2.43e+01 kg𝐶𝑂2e/kg

ADP 8.30e−03 kgSbeq/kg

PE 3.52e+02 MJ/kg

I𝑒
𝑚𝑜𝑡ℎ𝑒𝑟𝑏𝑜𝑎𝑟𝑑

GWP 6.61e+01 kg𝐶𝑂2e

ADP 3.69e−03 kgSbeq

PE 8.36e+02 MJ

I𝑒
𝑎𝑠𝑠𝑒𝑚𝑏𝑙𝑦

GWP 6.68 kg𝐶𝑂2e

ADP 1.41e−06 kgSbeq

PE 6.86e+01 MJ

I𝑒
𝑟𝑎𝑐𝑘

GWP 1.50e+02 kg𝐶𝑂2e

ADP 2.02e−02 kgSbeq

PE 2.20e+03 MJ

Table 2: Impact constants, extracted from [31]

The parameters 𝑎, 𝑏, 𝑐 , and 𝑑 are determined for a logarithmic

regression model fitted on sample data (𝑤 , P𝑐𝑝𝑢 ) collected from em-

pirical measurements. We selected a logarithmic regression model

based on the power consumption curves of CPUs for AWS cloud

instances as described in the work of [33]. Here, we propose an-

other way to determine them inspired from [34], using the Thermal
Design Power (TDP) value of a given CPU and a generic power

consumption profile derived from [33] that expresses the power

draw as a ratio of the TDP. By fitting a power consumption profile

P𝑐𝑝𝑢 using power measurements sampled at 0%, 10%, 50% and 100%

workloads, which correspond to TDP ratios of 0.12, 0.32, 0.75, and

1.02, respectively, we can describe the workload as a continuous

variable, enhancing the estimation of CPU power draw. Further

details on the modeling of components’ power consumption can

be found in the project’s documentation.
4

3.2.2 NAND memory power. While the power consumption of

SSD and RAM also depends on their workloads, defining such

workload can be tedious, particularly for SSDs. Furthermore, we

mostly observed consistent power consumption profiles and thus

4
https://doc.api.boavizta.org/Explanations/components/cpu/

https://doc.api.boavizta.org/Explanations/components/cpu/
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used constant power consumption values for both idle and active

states.

For a givenmodel, the TechPowerUp SSD specs database [35] can

be used to estimate the idle and active (averaged) power consump-

tion values. For RAM banks, we use the averaged values from [33]:

0.19𝑊 /𝐺𝐵 and 0.54𝑊 /𝐺𝐵 in idle and active states, respectively.

By default, RAM banks are constantly considered in an active state.

3.2.3 Power of other components. The power consumption of the

rest of the server is considered as overhead and thus set as a factor

𝑓 of the sum of CPU, RAM, and SSD energy consumption. This ratio

is an average that counts in the power consumption of the moth-

erboard, fans, and PSU(s). Its power draw is estimated as follows,

with a factor value by default at 𝑓 = 0.2:

P𝑜𝑡ℎ𝑒𝑟 (𝑤) = 𝑓 × (P𝑐𝑝𝑢 + P𝑟𝑎𝑚 + P𝑠𝑠𝑑 ) (7)

Note that we do not include graphic or AI accelerators (GPUs,

TPUs, etc.) in this study, their power consumption must be modeled

separately and will be addressed in future work.

4 CLOUD MODEL
According to Figure 1, the subsequent stage of the modeling process

is to analyze the impacts of cloud platforms, which will be used in

the assessment of cloud instances.

4.1 Embodied & usage impacts of a cloud
platform

We define a cloud platform as the aggregation of a cluster of servers

and their technical and building environment required to provide

cloud services. A cloud platform offers a pool of resources assigned

to cloud services: vCPU, vRAM, storage, and shared resources—

power supply, motherboard, casing and technical environment.

To account for the embodied impacts of the technical and build-

ing environment, we refer to the study published by ARCEP [36],

which reports on embodied impact factors per 𝑚2
of a server

room. The technical environment includes the building, genera-

tors, chillers, inverters, and batteries, as well as a wide range of

equipment such as electrical and network cables, lighting, fuel

oil storage tanks, etc. Knowing the electricity consumption per

𝑚2
and the Power Usage Effectiveness (PUE) used in [36], we in-

fer the embodied impacts of the technical environment F 𝑒
𝐷𝐶

as

2.61e−02 kg𝐶𝑂2e/kWh, 6, 61e−01MJ/kWh, and 1, 17e−06 kg𝑆𝑏eq/kWh

for respectively GWP, PE and ADP criteria. As such, the embodied

impact of the technical and building environment can be estimated

for a given energy consumption E as follows:

I𝑒
𝑒𝑛𝑣 (E) = E × F 𝑒

𝐷𝐶 (8)

In order to account for the usage impacts of the technical and

building environment, the PUE of the cloud infrastructure is applied

to the usage impacts of the server. The PUE is defined as the ratio

of electricity consumed by the facility to the electricity consumed

by the IT equipment [37]. The usage impacts are therefore defined

as follows for a given energy consumption E, using the electricity

mix F𝑒𝑚 :

I𝑢
𝑒𝑛𝑣 (E) = E × (𝑃𝑈𝐸 − 1) × F𝑒𝑚 (9)

Embodied 
15.02 kgCO2e

Usage 
26.5 kgCO2e 8.18

2.23

3.71

1.88 5.37

5.67

4.71

8.83

CPU
RAM
SSD
Others
Environment

Figure 3: GWP impact of a cloud instance hosted in France
with 4 vCPUs, 8GB of vRAM and 80GB of SSD storage used
for a year, calculated using Equation 10

4.2 Embodied & usage impacts of a Cloud
instance

A cloud instance is modeled as a part of a cloud platform. Its impacts

encompass both a share of the technical and building environment

impacts, I𝑒𝑛𝑣 , and a share of each of the servers’ components im-

pact factor F𝑟 . This share is computed for each component using

the quantity assigned to the instance Q𝑢
𝑟𝑒𝑠 over the total available

resources on the platform Q𝑢
𝑟𝑒𝑠 . Such quantity Q materializes as

vCPUs for CPUs and GBs for RAM and disks. For the others re-
sources, which are not explicitly assigned to a cloud instance—i.e.
motherboard, PSU, assembly, and casing (cf. Equation 3)—we have

chosen an allocation based on vCPU, although this may depend on

the type of cloud instance.

F𝑖𝑛𝑠𝑡 = I𝑒𝑛𝑣 (E𝑖𝑛𝑠𝑡 ) +
∑︁

𝑟 ∈{𝑐𝑝𝑢,
𝑟𝑎𝑚,𝑠𝑠𝑑,𝑜𝑡ℎ𝑒𝑟𝑠 }

Q𝑢
𝑟 (𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒) × F𝑟
Q𝑢
𝑟 (𝑝𝑙𝑎𝑡 𝑓 𝑜𝑟𝑚) (10)

Equation 10 allows to obtain the instance embodied and usage

impacts for an hour, each share is multiplied by the cloud platform
total impacts for the resource (F𝑟 ). This assumes that the server

is used continuously over its lifetime. To estimate the share of

technical and building environment associated with the instance,

Equation 8 is used with the instance energy consumption E𝑖𝑛𝑠𝑡 . For
one-hour usage, this energy consumption is estimated using Equa-

tion 5, using the ratio
Q𝑢
𝑟 (𝑖𝑛𝑠𝑡𝑎𝑛𝑐𝑒 )

Q𝑢
𝑟 (𝑝𝑙𝑎𝑡 𝑓 𝑜𝑟𝑚) to obtain for each component

the share to allocate to the instance.

To illustrate the aforementioned approach we consider a cloud
platform comprising a single server with technical characteristics

and environmental impacts defined in Section 3, with a lifespan of 5

years. We consider that the infrastructure is hosted in France where

F𝑒𝑚 is equal to 0, 098 kg𝐶𝑂2e/kWh [38]. The PUE is set arbitrarily

to 1.5. CPU power is estimated at 104.75W using Equation 6 and

the open factors within the API.
5
Each SSD disk consumes 5.7W.

The impact of a year of usage for a cloud instance with 4 vCPUs,

8 GB of RAM, and 80GB of SSD storage are estimated using Equa-

tion 10 in Figure 3. One can observe that contrary to the server in

Figure 2, the impact of SSDs is smaller due to a small share of disks

reserved. The technical and building environment substantially

increase the total impacts, both embodied and usage.

5
https://doc.api.boavizta.org/Explanations/usage/power/

https://doc.api.boavizta.org/Explanations/usage/power/
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4.3 Limits & future work
As exposed in Fig. 1, our approach does not cover the entire perime-

ter of a cloud infrastructure. This includes third-party services

hosted in the cloud platform that serve multiple customers. These

can be technical services, such as the control plane, or customer

services, such as billing. In addition, the usage impacts of non-

server IT equipment, such as network equipment, are not taken

into account. This also minimizes the impacts of the technical and

building environment, as we do not consider their consumption

when applying the PUE. Finally, we do not consider servers in idle

states. This assumes that all servers are occupied, which is not

always the case [39]. They are part of the cloud infrastructure and

allow for rapid and important scaling. These exclusions mean that

certain parts of the infrastructure remain unallocated to customers.

In addition, our allocation strategy poses some issues. It assumes

that no resource is overcommitted (when a resource is used by

two or more cloud instances at the same time). If a resource is

overcommitted [40], all the instances sharing a physical resource

would double account its impacts. These examples underscore the

significant margins of error associated with ICT environmental as-

sessments, which remain inadequately quantified and documented,

even though they have a significant impact on the final assessment

results. In future work, we aim to enhance the tracing of uncertain-

ties throughout the modeling process, employing approaches such

as those suggested by [41].

To enhance the modeling of energy consumption, our future

work includes Energizta, a collaborative project aimed at collecting

and reporting open data on server energy usage.
6
Certain services,

such as Artificial Intelligence, Machine Learning, cryptomining,

and High Performance Computing (HPC), heavily rely on GPUs,

which will be incorporated in future work.
7

Finally, the choice of a vCPU-based allocation for the others
component and the technical and building environment remains

arbitrary. This choice will be challenged in future work to better

represent the link between these resources and the scaling of cloud
instance.

5 CONCLUSION
This paper introduces our bottom-upmethodology for assessing the

environmental impacts of servers and cloud instance solutions based
on crowd-sourced data. As an open-source project, we emphasize

the transparency and reliability of our bottom-up methodology.

While a top-down approach would allow for a broader scope, the

bottom-up approach allows us to pinpoint which part of the cloud
instance is responsible for the most impacts, empowering stake-

holders to identify actionable reduction levers. It has been notably

utilized by companies, such as Orange [42],
8
Sweep

9
, and Sami,

10

as well as for conducting GHG assessments in France. The research

community has also used it as a basis to estimate and reduce various

ICT aspects’ environmental footprint, such as Kubernetes schedul-

ing, AI, infrastructure management. . . [43–49]. Furthermore, the

methodology can be enhanced in specific areas, benefiting from the

6
https://boavizta.github.io/Energizta/

7
https://github.com/Boavizta/boaviztapi/issues/65

8
https://orange.fr

9
https://sweep.net

10
https://sami.eco

expertise of each contributor in each segment of the digital value

chain. We believe that this collaborative approach to evaluation

will allow us to gradually and rigorously expand the scope of our

evaluation methodology while maintaining confidence in the tools.
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